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ARTICLE

Dissecting Non-Use of Online News – Systematic Evidence
from Combining Tracking and Automated Text
Classification

Michael V. Reiss

Department of Communication and Media Research, University of Zurich, Zurich, Switzerland

ABSTRACT
A high proportion of non-users of news is considered a concern
for a functioning democracy. However, existing empirical assess-
ments on the share of news avoiders rely exclusively on survey
data and the results vary drastically between studies, making it
difficult to evaluate the severity of the issue. This study relies on
tracking data of Swiss Internet users and applies and discusses
two computational methods, identifying news at the domain and
article level, to realistically assess the extent of non-users of
online news. Results indicate that at least 14.2% of Internet users
do not use news online. Furthermore, this study suggests that
identifying news use solely based on tracking data at the domain
level is distorted by a faux news effect, i.e., non-news use on
news domains, and an invisible news effect, i.e., news use on
small and unknown news domains. The parallel use of tracking
data and supervised text classification allows to dissect and dis-
cuss these effects systematically. Similarly, it is found that not
accounting for news use via apps overestimates the extent of
non-use of online news. The findings provide valuable insights for
future applications of these methods in similar contexts.
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Introduction

News critically inform, educate or mobilize citizens, serving as a common ground and

sense-making institution in society (Coronel 2003; Gans 2003; Van Aelst et al. 2017).

The crucial role of news in society and for fulfilling basic requirements in a democracy

is also acknowledged by many theoretical models of democracy (Christians et al. 2009;

Habermas 1991; Street 2011). Furthermore, empirical findings show that news expos-

ure is associated with increased civic engagement, political participation, and political

knowledge—outcomes that are usually desired in democracies (Barabas and Jerit

2009; de Vreese and Boomgaarden 2006; Gil de Z�u~niga, Jung, and Valenzuela 2012;

CONTACT Michael V. Reiss m.reiss@ikmz.uzh.ch
Supplemental data for this article is available online at https://doi.org/10.1080/21670811.2022.2105243.

� 2022 Informa UK Limited, trading as Taylor & Francis Group
This is an Open Access article distributed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivatives
License (http://creativecommons.org/licenses/by-nc-nd/4.0/), which permits non-commercial re-use, distribution, and reproduction in
any medium, provided the original work is properly cited, and is not altered, transformed, or built upon in any way.

DIGITAL JOURNALISM
https://doi.org/10.1080/21670811.2022.2105243

http://crossmark.crossref.org/dialog/?doi=10.1080/21670811.2022.2105243&domain=pdf&date_stamp=2022-08-10
http://orcid.org/0000-0002-6094-9985
https://doi.org/10.1080/21670811.2022.2105243
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.1080/21670811.2022.2105243
http://www.tandfonline.com


Leeper 2020). But for this “important democratic resource” (Adoni et al. 2017, p. 227)
to be effective, citizens are expected to consume news.

However, for a growing proportion of the society this is not the case. In today’s
high-choice media environment, especially online, individuals can selectively choose
the media content they want to consume—for example depending on their political
interest (Skovsgaard, Shehata, and Str€omb€ack 2016). This results in people that actively
seek for and consume news on the one hand and people that do not consume news
on the other hand (Blekesaune, Elvestad, and Aalberg 2012; Newman et al. 2019;
Str€omb€ack, Djerf-Pierre, and Shehata 2013). In line with the theoretical role of news in
democratic societies, news avoidance can therefore be considered an increasing prob-
lem for democracy (Skovsgaard and Andersen 2020). However, mixed results on the
extent of news avoidance in society and imprecise measures make it difficult to assess
the severity of the issue.

This study has the aim to advance our understanding on the prevalence of news
non-use in the online context by applying and discussing two different computational
methods that promise a realistic evaluation of the extent of non-use of online news.
The investigation bases on a combination of tracking and web data. The main contri-
butions of this study are the precise estimation of the extent of non-use of online
news as well as the parallel application and comparison of two computational meth-
ods that have not been applied and compared in this context. The latter includes a
systematic dissection of the invisible and faux news effect for the first time and an
accurate quantitative assessment of the importance of apps for identifying the extent
of non-users of online news.

Non-Use of News – Mapping the Issue

The scientific debate on news non-use is shaped by a number of related and inter-
twined conceptualizations, most of which relate to the notion of news avoidance
which again can be distinguished into intentional and unintentional news avoidance.

For intentional news avoidance, Skovsgaard and Andersen (2020) identify three
motives. First, people subjectively perceive an overload regarding the amount of news
available to them (Holton and Chyi 2012; Villi et al. 2022). This perceived news over-
load can lead to news fatigue, eventually leading people to actively avoid news (Song,
Jung, and Kim 2017). Second, people avoid news because news consumption can
have negative effects on their well-being and mood (Boukes and Vliegenthart 2017;
Newman et al. 2019; Villi et al. 2022; Woodstock 2014). In fact, news avoidance can
even increase perceived well-being (de Bruin et al. 2021). The third reason identified
for intentional news avoidance is a lack of trust in news (Palmer, Toff, and Nielsen
2020; Toff and Kalogeropoulos 2020).

Unintentional news avoidance, by contrast, is usually no active practice but rooted
in personal preferences and characteristics: individual preferences, political interest,
gender norms, upbringing, socialization, or social position affect the media type, con-
tent or level of news exposure individuals choose (Lindell 2018; Prior 2005;
Skovsgaard, Shehata, and Str€omb€ack 2016; Stroud 2010; Toff and Palmer 2019;
Valenzuela, Bachmann, and Aguilar 2019). Although choices and selective behavior are
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no new phenomena (Stroud 2008), the choices—most importantly—in and because of
the online context are more extensive today compared to times before and apart
from the Internet. Hence, due to increased choices, individual and socio-economic dif-
ferences reveal themselves in diverging news consumption patterns. Consequently,
the group of people that avoid news increased over time (Blekesaune, Elvestad, and
Aalberg 2012; Newman et al. 2019; Str€omb€ack, Djerf-Pierre, and Shehata 2013).

Although the underlying causes of news avoidance differ, both types, intentional
and unintentional news avoidance, share the communality that findings on the extent
of news avoidance vary drastically depending on the study and operationalization of
news avoidance. The proportion of news avoiders range from 3 to 73% across differ-
ent studies (Lee and Yang 2014; Palmer, Toff, and Nielsen 2020). Skovsgaard and
Andersen (2020) partly attribute these differences to variations in the conceptualiza-
tion and operationalizations of news avoidance: Individuals qualify as news avoiders
when not using news for example on a typical day (Karlsen, Beyer, and Steen-Johnsen
2020), once a week (Blekesaune, Elvestad, and Aalberg 2012; Trilling and Schoenbach
2013), or once a month (Palmer, Toff, and Nielsen 2020; Toff and Palmer 2019). Other
studies apply relative cut off points (Wolfsfeld et al. 2016) or identify clusters of similar
news use characteristics (Lee and Yang 2014). For example, the f€og (2020) uses the
term news deprived, grouping individuals with low news exposure compared to other
groups of news consumers. Finally, some rely on verbalized categories of news con-
sumption frequency (e.g., “sometimes,” “often”) (Newman et al. 2019; Toff and
Kalogeropoulos 2020), on tailor-made scores to identify news avoiders (Str€omb€ack,
Djerf-Pierre, and Shehata 2013), or let interviewees self-identify as news resisters
(Woodstock 2014). It becomes apparent that news avoidance—depending on the
study—comes in various forms and does not necessarily mean that people do never
use news.1

The large inconsistencies in results and conceptualizations make it difficult to assess
the extent of the problem. When concerns exist regarding inequalities from peoples’
diverging news use (Van Aelst et al. 2017), such as a decrease in political knowledge
and participation for news avoiders (Barabas and Jerit 2009; Gil de Z�u~niga, Jung, and
Valenzuela 2012), it makes a big differences for assessing the situation whether the
share of potentially vulnerable individuals is 3 or 73% and whether news avoidance
implies comparatively low news use or never using news. Additionally, all of the
above-mentioned empirical studies, rely on self-reported, mostly survey data for identi-
fying news avoiders. As has repeatedly and consistently been shown, self-reported
data does not very reliably represent actual media use and news exposure (Parry et al.
2021; Prior 2009; Scharkow 2019). Particularly for the online context, participants tend
to overestimate Internet use (Araujo et al. 2017; Festic, B€uchi, and Latzer 2021;
Scharkow 2016) and visits to online news websites, or sharing of political articles on
social media (Haenschen 2020; Vraga and Tully 2020).

Furthermore, retrospective measures can miss rare and unintentional news con-
sumption. This is true for people with a news-finds-me perspective in particular. Such
people do not actively seek news but feel, in contrast to news avoiders, that news will
find them (Gil de Z�u~niga, Weeks, and Ard�evol-Abreu 2017). Such behavior and inciden-
tal news exposure in general, where people stumble upon news online as a byproduct
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of their other online activities (Kim, Chen, and Gil de Z�u~niga 2013), pose a challenge
for reliably measuring news use based on self-reports.

In order to realistically assess the extent of non-use of news, more precise measures
beyond the sole focus on self-reported data is required. For this reason, this study
introduces and discusses two computational methods that are based on tracking data
and automated text analysis to assess the extent of individuals that are non-users of
online news. This approach does not rely on peoples’ self-reports but on behavioral
data, promising a more realistic assessment and evaluation of the extent of non-use of
online news. However, both methods are comparatively young in the toolbox of social
science research and have not yet been applied or compared in this context. The first
research question therefore is: How do different computational approaches contribute
to identifying non-users of online news?

The study focuses on online news because concerns regarding an increase in news
avoidance are predominantly about and rooted in the online context. This is because
the Internet context, a high-choice media environment, is especially susceptible to
selective behavior and the associated consequences. Additionally, online sources are
the most popular news source in many countries today while other news media with
a lesser degree of choice loose popularity (Newman et al. 2020). This increases the
likelihood that people who are not much interested in or socialized with news, for
example, will have no news exposure at all, making it important to investigate the
extent of news non-use in the online context.

This study does not investigate individual motivations of or reasons behind news
non-use and can therefore not draw conclusions on peoples’ motivation in their
Internet use. To emphasize this, this study uses the term news non-use instead of
news avoidance which is not consistently conceptualized but—often misleadingly—
implies an active or motivated choice by the users. When focusing on directly observ-
able behavior, the term news use is less presupposing and normative (Villi et al.
2022)2 and therefore adequate for the context of this study.

Tracking Data and Supervised Text Analysis for Assessing Non-Use of
Online News

This study makes use of a combination of tracking and web data to answer the
research question. Based on this data two methods are applied and compared. The
first method mainly relies on the tracking data and identifies news use on the domain
and app level. For this purpose, users’ tracked Internet use is compared with an exten-
sive list of news sources. The second method identifies news use at the article level
and therefore focuses on the content of each tracked website. Automated text analysis
based on supervised machine learning is used to classify the content of websites into
news and non-news.

The use of tracking of individuals’ online behavior is a comparatively young method
and allows, compared to survey data, a more fine-grained and less biased assessment
of users’ actual online behavior. Recent examples of tracking studies include investi-
gating the influence of populist attitudes on online news use (Stier, Kirkizh, et al.
2020), improving our understanding on peoples’ habits, diets, and patterns of online
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news use (Guess 2021; M€oller et al. 2020; Vermeer et al. 2020) as well as generational
gaps therein (Mangold et al. 2021), comparing different measures of news exposure
(Vraga and Tully 2020), prediction of voting behavior based on voters’ online activities
(Bach et al. 2021), exposure to untrustworthy political websites (Guess, Nyhan, and
Reifler 2020), and interaction with political content on social media (Haenschen 2020).

Similarly, with the advent of automated text classification methods and the mount-
ing availability of large digitalized text corpora, automated text analysis became
increasingly popular in the context of political communication (Barber�a et al. 2021;
Boumans and Trilling 2016; Grimmer and Stewart 2013). Automated text analysis com-
prises of different computational methods and their applicability varies depending on
the task and research problem at hand. Identifying non-users of online news based on
the consumed online content requires distinguishing this content into news and non-
news. Facing a classification problem and large amount of data makes supervised
machine learning an appropriate choice. Supervised text classification requires human
labeled training data on which a classifier is trained before being applied to the full
data set to automatically classify the data. A variety of different topics related to news
use already made use of this type of automated text analysis such as for the classifica-
tion of news and news topics (Flaxman, Goel, and Rao 2016; Guess 2021) and policy
issues (Burscher, Vliegenthart, and De Vreese 2015), for predicting the share worthiness
of news articles (Trilling, Tolochko, and Burscher 2017) and the voting behavior based
on social media posts (Ceron, Curini, and Iacus 2015), and for quantifying news media
bias (Budak, Goel, and Rao 2016). An alternative method is based on dictionaries
where text content is compared with predefined wordlists that indicate certain catego-
ries. However, as has been shown repeatedly, supervised machine learning outper-
forms dictionary based text analysis for various contexts (Barber�a et al. 2021;
Hartmann et al. 2019; L. K. Nelson et al. 2021; van Atteveldt, van der Velden, and
Boukes 2021).

Although both proposed methods—tracking and supervised text classification—
have limitations (Grimmer and Stewart 2013; Stier, Breuer, et al. 2020), a parallel appli-
cation and combination of the two methods addresses and resolves some of the limi-
tations of the respective other method: First, for the list-based approach to capture all
of the tracked news use requires the list of news sources to be exhaustive. Otherwise,
news use of individuals might go unnoticed, overestimating the share of non-users of
online news. Several studies on news consumption—independently of the method—
focus on a number of popular or selected news sources, capturing the news consump-
tion for a majority of the population (Newman et al. 2020; Stier, Kirkizh, et al. 2020).
While this proves sufficient for many research objectives, it potentially misses smaller
online news websites and news content on websites not listed as news source (e.g.,
blogs). We call the structural bias of this approach invisible news effect.

Second, even on popular news websites not all content is news. Recipes, cross-
words, and other non-news content are popular content for some news sites. Budak,
Goel, and Rao (2016) and Flaxman, Goel, and Rao (2016) find that the share of actual
news in the overall content of news websites is only 42 and 46%, respectively. In add-
ition, some websites, especially portal sites like gmx.ch, bluewin.ch, and yahoo.com,
offer some extent of news next to a variety of additional non-news services such as
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email or games. Hence, assessing news use at the domain level could lead to overesti-
mating users’ online news use. We call such systematic overestimation on the domain
level faux news effect. Supervised text classification prevents these shortcomings by
identifying news content on the article level for each tracked website, theoretically
allowing an even finer grained news detection compared to the list-based approach.

Third, supervised text classification, however, requires large amount of labeled train-
ing data to provide meaningful classification results (Barber�a et al. 2021; van Atteveldt,
van der Velden, and Boukes 2021). It can be cumbersome and difficult to sample suffi-
cient data for each class for manual coding; particularly, as in this case, when having
severe imbalance in the class distribution. Here, it proves helpful to have the tracking
data and a list of online news sources to assist the sampling of texts for both catego-
ries for manual coding.

The parallel analysis of news use at the domain and article level provides the
opportunity to systematically investigate the extent of the invisible and faux news
effect. When only having data on the domain level, both effects are likely to distort
findings on the extent of news use or non-use of news. In such a scenario, theoretical
reasoning suggests that the invisible news effect contributes to overestimating the
extent of non-users of news while the faux news effect contributes to underestimating
it. This study aims to systematically dissect the non-use of online news, estimating the
size of these effects for the first time. Such investigations are important because many
tracking studies (on news use) are limited to the domain level (Haim, Breuer, and Stier
2021; Mangold et al. 2021; Stier, Kirkizh, et al. 2020), and therefore affected by the
invisible and faux news effect. In turn, other tracking studies do not incorporate
mobile or app use (Guess 2021; M€oller et al. 2020; Vermeer et al. 2020). This could
also distort results because mobile and app news use is different from desktop news
use and the only access to news for some users (Dunaway et al. 2018; J. L. Nelson
2020). It can therefore be expected that the extent of non-users of online news is
overestimated when taking app news use not into account. Hence, the second
research question is: What is the effect of faux news use, invisible news use and app
use on the extent of non-users of online use?

Method and Analysis

Sample

This study relies on a combination of tracking, web, and survey data which were col-
lected stepwise. Tracking data was collected in fall 2018 by tracking the website visits
on desktop devices (desktop and laptop computers) as well as website visits and app
use on mobile devices (smartphones and tablets) of Swiss Internet users. All partici-
pants were already part of an actively recruited tracking panel by an independent
market and social research company. See Festic, B€uchi, and Latzer (2021) for a more
detailed description on the sampling and tracking of this data. The collected variables
were the specific URL of a visited website or the name of a used app (mobile only),
duration and time of visit. Tracking lasted for 30 days, participants with available track-
ing data of less than three days were excluded. Subsequently, participants were
invited to complete a survey questionnaire that lasted 30min on average and covered
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questions on Internet-use related topics. This survey sample of 1202 participants is
non-probability based but representative for the Swiss online population over the age
of 16 with respect to age, gender, language region, household size, and employment
status. Participants received a small pecuniary incentive for their participation and all
participants in the tracking and survey gave informed consent on their participation.
The study’s research design was approved by the university’s ethics review board and
was preregistered online.3 For ethical reasons, participants could temporarily disable
tracking at any time. As Festic, B€uchi, and Latzer (2021) show for the same data, it
does not appear that participants used this option frequently.

This study focuses on two overlapping subsets of the tracked and surveyed partici-
pants. Figure 1 informs about the process of sample composition and data cleansing.
The first subset—tracking data—comprises of 702 participants from the German-speak-
ing regions in Switzerland and their tracked Internet use. The tracking data is used as
a basis for comparing the tracked website and app use with a list of news sources to
identify news use at the domain and app level. Based on this tracking sample, starting
in spring 2019, an automated web scraper collected the HTML data and a complete
screenshot of each tracked website via its URL. For apps, only the app name was
tracked because most apps do not allow or provide a technical possibility for scraping
their content, rendering the scraping of specific content for app use sessions impos-
sible. Subsequently, the collected HTML files were converted to plain text (e.g., exclud-
ing all HTML tags) using the python package inscriptis (1.1.2) (Weichselbraun 2021).

Figure 1. Flowchart for sample composition and data cleansing.

DIGITAL JOURNALISM 7



Inscriptis provided comparable or better results than packages with a similar purpose
such as beautiful soup. Based on these texts, the fastText classifier (lid.176.bin) (Joulin
et al. 2016) was used to identify the language for each text. A manual check of a sub-
set of the automatically classified texts indicated a good performance of the language
classification (see Online Appendix A, supplementary materials, for details on this val-
idation). Texts identified as German-speaking and the corresponding tracked website
observations constitute the second dataset. This data—subsequently called web
data—comprises of tracked observations and website texts by 642 participants and
represents the basis for identifying news at the article level based on supervised text
classification. Table 1 informs about sample characteristics of the two datasets (see
Figure A1 in Online Appendix A for the distribution of website/app use per user and
information on the tracking duration). The restriction on German-speaking texts was
made as a simplification to improve the performance of the supervised text classifier.
It is plausible to assume that the costs of this restriction are low for the task of identi-
fying non-users of online news because most people who largely consume news in a
non-dominant language like English would probably use news in the dominant
German language at least sometimes.

Identifying News at the Domain Level

News websites and apps were identified by comparing the domains and app names
with an extensive list of relevant online news sources for Switzerland. It was aimed to
obtain a high degree of completeness for the list of news sources to ideally capture
all news sources that are used by Swiss Internet users. The list is based on analyses
regarding news use in Switzerland by NET-Metrix (2018),

Udris and Eisenegger (2019), and WEMF (2019). Furthermore, data from the German
Audit Bureau of Circulation (IVW), by Schwaiger (2022) on alternative news media in

Table 1. Sample characteristics.
Tracking data Web data 2018 Census

Participants 702 642 –
only desktop tracking 38 71 –
only mobile tracking 323 286 –
desktop and mobile tracking 341 285 –

Mean tracking duration1 28.7 days 24.4 days –
website observations 1,280,761 694,316 –
App observations 1,096,649 – –
Observ. per particip. (mean / median) 3,387 / 1,781 1,081 / 362 –
Female 47.3% 47.2% 50.4%
Age 44.6 44.8 42.4
Secondary education 69.6% 69.4% 59.6%
Tertiary education 23.3% 23.5% 28.8%
Income2 6,001–8,000 CHF 8,001–10,000 CHF 9,560 CHF
Political interest3 3.45 3.46 –
Self-reported internet use per day 3.5h 3.4h –
Tracked internet use per day 2.02h 0.45h4 –

1Participants with a tracking duration of less than 3 days were excluded in this study.
2Median monthly household income. Means of nine categories are 4.50 (tracking data) and 4.52 (web data). Census
provides mean income.
35-point likert scale, 5¼ high interest.
4App use and non-German-speaking websites excluded for this ample.
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the German-speaking countries, and by Stier, Kirkizh, et al. (2020) on popular global
online news sources were included. Furthermore, the list includes the first 200 apps
that were listed in the charts of the Apple app store and Google Play store for the cat-
egory news in spring 2020. For each website, the corresponding app was added, if
available, and vice versa. Unknown news sources were manually checked to ensure
their news character. Duplicates were removed. All in all, the list contains 2266 unique
entries of online news sources; 1398 websites and 868 apps. See the supplemental
material in Online Appendix B for the full list of news sources.

Subsequently, to identify news use in the tracking sample, the list of news sources
was compared with the tracked domains of each website and the app names (e.g.,
nytimes.com for the website and NYTimes for the app). Website news sources that
appear in the tracking data are checked whether news content on this domain is
restricted to some specific subdomains or subdirectories. Some cases, for example
srf.ch, are very popular among Swiss Internet users but the tracking data makes appar-
ent that a large proportion uses it to watch series or films. News is available only at
the homepage as well as at some specific subdirectories (e.g., srf.ch/news). For
domains where news are limited to some subdomains or subdirectories, only these
subdomains or subdirectories and the home page were taken as the basis for identify-
ing news.

Identifying News at the Article Level

News at the article level were identified by means of supervised text classification. A
stratified random subsample from the Web data was used to manually label website
texts into the category news or non-news. This manual labeled data built the training
data for the classifier. To get sufficiently large training data for both classes and
against the backdrop of a highly imbalanced prevalence of news versus non-news
texts in the data, texts of a domain listed as news were oversampled for manual cod-
ing based on the list of news sources. The inclusion of identical URLs was capped at
25 to avoid a bias of the training data by popular websites. Three independent and
trained coders performed the manual coding. Based on the collected screenshot of
each website, a website was coded as news when at least one category of news-
worthiness criteria suggested by Harcup and O’Neill (2017) was present. Krippendorff’s
alpha was 0.85, indicating a reasonable inter-coder reliability (Krippendorff 2004) and
conflicts were settled by majority ruling; no website was excluded. In total, 3819
websites were categorized as news, and 3353 websites as non-news. See Online
Appendix C for details on the manual coding.

Based on this labeled data, the Python scikit-learn machine learning library (0.23.2)
(Pedregosa et al. 2011) was used to train, test, and apply machine learning-based text
classification. Random sampling was used to split the labeled data into a training set
(80 percent) and test set (20 percent). Subsequently, because news account for
approximately 5.8% of the data, the test set was stratified to resemble a realistic test
situation. The parameters for the preprocessing of the texts, the classification algo-
rithm and its hyperparameters were chosen based on their performance comparing
the average F1 values4 from at least 50 train/test runs for a multitude of different
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parameter and hyperparameter combinations; effectively resembling an extended grid
search and cross-validation. See Online Appendix D for details on the supervised text
classification process.

The performance was evaluated using the F1 measure because false positives and
false negatives (i.e., predicting news when it is actually not news and predicting non-
news when it is actually news) are, in principle, equally costly for determining news
use and non-use of news. However, because of the sensitive definition of non-use of
online news in this study, see below, even a single false positive could wrongly turn
an actual non-user into a user. For this reason, when evaluating models, precision was
given slightly more weight than recall. Figure 2 presents the tradeoff between preci-
sion and recall fordifferent classification thresholds of the best performing model; 0
being the default threshold (see Figure D2 in Online Appendix D for additional infor-
mation on this relation). Linear Support Vector Classification demonstrated to perform
best and the scores for the best performing model are: precision of 0.87, recall of 0.81,
and F1 of 0.84 for a threshold of 0.9; which maximizes F1 while providing a reasonable
prediction/recall tradeoff for the task at hand. This constitutes a good performance
which is similar or slightly better compared to text classifications for related tasks
(Budak, Goel, and Rao 2016; Burscher, Vliegenthart, and De Vreese 2015; Flaxman,
Goel, and Rao 2016; Vermeer et al. 2020). Accuracy is not reported as this measure is
not meaningful for imbalanced class distributions. Finally, the classifier was trained on
the full labeled data and was applied to all non-labeled texts of the Web data.

Identifying Non-Users of Online News

As discussed above, a plethora of approaches are suggested in the literature as to
when someone is counted as a non-user of news. However, the ongoing discussion
shows, there exists no single best approach. Instead, this study applies a conservative
approach to identify non-users of online news. In line with Palmer, Toff, and Nielsen
(2020) and Toff and Palmer (2019), non-users of online news are defined as users who
never use news during the period of one month. Palmer, Toff, and Nielsen (2020, p. 5)
call such users “extreme news avoiders,” which renders this approach well suited to

Figure 2. Classifier performance for different classification thresholds.
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establish a conservative baseline of non-users of online news. Focusing on this period
furthermore corresponds well to the tracking, as users were on average tracked for
28.7 days for the tracking data (domain level) and 24.4 days for the Web data (art-
icle level).

This conceptualization results in the following operationalization: For the domain
level, a user was counted as a non-user of online news when none of the user’s
tracked observations on the domain and app level matched with the list of news sour-
ces. Similarly, for the article level, a user was counted as a non-user of online news
when none of the user’s tracked websites were classified as news by the trained text
classifier. In contrast, having one tracked observation that is identified as news results
in the user being counted as a user of online news. For such users, the frequencies of
online news use are investigated, too.

The second research question is approached by calculating the number of users
that use news as identified on the article level but not on the domain level (invisible
news effect), the number of users that use news as identified on the domain level but
not on the article level (faux news effect), and the amount of news users that can
only be identified as such when having app use data (i.e., no news use on mobile and
desktop browsing).

Results

Reporting on research question one, Table 2 presents the frequency of online news
use including non-users of online news for both methods.5 When matching the
tracked domains of each user with a list of news sources, 14.5% of users do not use
any website/app that is classified as news within the investigation period. For the Web
data, which allows analysis by both approaches, supervised text classification identifies
a share of 23.1% of non-users of online news. In comparison, 23.4% are identified as
non-users of online news when comparing the tracked domains with the list of news
sources for the Web data. Furthermore, an additional share of 12.1 to 14.5% of users,
depending on the method, use news at one to three days within 30 days; resulting in
a monthly news use of a few minutes.

Table 2. Frequency of online news use including non-use of online news (news use on 0 out of
30 tracked days, in bold) for the tracking and web data; the latter seperated by method of news
identification.
Data n Method of news Online news use within 30 days and

identification
mean news use time in minutes

0 days 1–3 days 4–10 days 11–24 days 25–30 days

tracking 702 list-based 14.5% 14.5% 19.5% 26.6% 24.8%
(domain level) 0min 7.2min 27.7min 148.5min 483.8min

web 642 supervised class. 23.1% 13.7% 29.4% 20.2% 13.6%
(article level) 0min 2.8min 10.3min 60.4min 209.3min
list-based 23.4% 12.1% 29.4% 22.6% 12.5%
(domain level) 0min 4.2min 11.5min 76.7min 218.1min

95% confidence intervals for population proportions range from þ/� 2.5%–3.7% for the frequency and from þ/�
0.8–66 for the means of news use time in minues. For details, see Figure E1 in the Online Appendix.
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Overall, 3.6% of observations for the tracking data are identified as being news
based on comparing the tracked domains and apps with the list of news sources (See
Table A2 in Online Appendix A for the most popular news sources). For the Web data
(i.e., no app data, only German-speaking websites), the share is 5.8% for both the clas-
sification based on the supervised text classification and the list-based approach. The
correlation between news as being identified by the text classification and by the list-
based approach for the Web data is 0.75.

Addressing the second research question, Table 3 presents the invisible and faux
news effect and the contribution of app-only news use for assessing the extent of
non-use of online news for the Web sample. Accordingly, this invisible news effect
amounts to 4.7%, while the faux news effect has an opposing effect direction and a
size of 4.4%. Finally, 8.9% of users use news only via apps. Taking these distortions
into account, the corrected extent of non-users of online news for the Web sample is
14.2%. See Online Appendix F for more a more detailed account.

Discussion

This study applied two methods to investigate the extent of non-users of online news
complementing existing findings that predominantly build on self-reported survey
data which demonstrated to be an imprecise measure of online media exposure. The
first method relied on the comparison of tracked domain and app use with an exten-
sive list of news sources identifying that 14.5% of participants do not use any online
news within the period of one month. The second method identified non-use of
online news at the article level by classifying each website text into news or non-
news. This method revealed a higher share of 23.1% of non-users of online news. Both
methods therefore confirm previous findings from the literature, which, despite huge
differences depending on the study, also conceptually, indicate that a considerable
share of the population does not use news.

The difference in the results between the two methods can be attributed to various
factors. Three important factors were investigated systematically by making use of the
parallel identification of news at the domain and at the article level. Most striking, it
was shown that apps are crucial for online news use for some users. When not taking
app use into account, the extent of non-users of online news is overestimated by
around 9 percentage points. Although this might not seem much, not considering app
use increases the extent of non-users of online news by 62%. Future tracking studies on
news consumption should therefore be aware of this finding when conceptualizing the
research design. Second, when identifying news at the domain level, some content is in
fact not news but crosswords, cooking recipes, etc. Not accounting for this faux news

Table 3 Invisible news and faux news effect as well as apps for news use as contributers to
assessing the extent of non-use of online news.

Effect News identification
Contribution to the extent of
non-users of online news

Invisible news use On the article but not on the domain level �4.7%
Faux news use On the domain but not on the article level þ 4.4%
App-only news use Via apps but not on websites �8.9%
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effect will overestimate news use and therefore underestimate non-use of news.
Additionally, utilizing supervised text classification that is more powerful and precise in
identifying news events at the article level suggests that the faux news effect contrib-
utes to underestimating the extent of non-users of online news by 4.4 percentage
points. On the one hand, this is partially in line with studies that identify a high share
of non-news content on news websites (Budak, Goel, and Rao 2016; Flaxman, Goel, and
Rao 2016). On the other hand, this is surprising because it is reasonable to assume that
people at least occasionally also use or stumble upon actual news when being on news
websites for other reasons. A clear evaluation of this relation also depends on the good-
ness of the supervised text classifier. The third factor relates to small or unknown news
sources that can go unnoticed when focusing on a list-based approach, leading to an
overestimation of non-use of news. Utilizing news identification at the article level, this
invisible news effect is estimated to account for 4.7% of users. It is possible, that the
invisible news effect involves some people with a news-finds-me perception (Gil de
Z�u~niga, Weeks, and Ard�evol-Abreu 2017). These people do not have a routine news
consumption and fixed sources but might incidentally encounter news (Kim, Chen, and
Gil de Z�u~niga 2013), also aside from popular news sources. However, whether this is in
fact the case and to what extent requires more specific and additional investigations
beyond the scope of this study. Overall, taking these effects into account, the identified
extent of non-use for the Web data is very similar to the identified extent of non-use
for the tracking data. This supports the validity of the findings.

Comparing the manual labeling of texts with the list-based classification further-
more informs about the potential goodness of news identification by the latter. For
the 7172 texts that were labeled manually, in 84% of cases, the manual labeling and
the list-based approach had a consistent classification (i.e., both classified as non-news
or news, respectively). For a small proportion of 1%, the manual coding classified texts
as news while the list-based approach did not, indicating a high degree of complete-
ness for the list of news sources and a low prevalence of the invisible news effect. A
larger share of 15%, however, was not classified as news by manual coding but identi-
fied as news by the list-based approach, indicating a faux news effect. While the
results above suggest that both effects are almost similar in size, this comparison with
the manual coding indicates, that the faux news effect might be larger. It is important
to note that this is no contradiction because the former applies to the user level while
the latter refers to the news use level. In fact, when also analyzing the results of Table
3 on the news use level, the faux news effect is larger than the invisible news effect.
Future tracking studies should be aware of this.

This study applied a conservative conceptualization of non-use of news and a sensi-
tive cut-off between news users and non-users. Having the different news use fre-
quencies of online news users, however, makes it easy to assess how the extent of
non-users would change when applying a more relaxed conceptualization of online
news non-use. For example, the f€og (2020) identifies a share of 37% of the Swiss
population as news deprived, grouping people with a low news use compared to
other people. In parallel for this study, when including people that use news at one to
three days withing 30 days, an arguable infrequent news use (and low news use, when
looking at the time) the extent of non-users of online news would double to 29%.
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Overall, it is difficult to judge the performance of the supervised text classification,
which is, arguably, the more complex method. Two related factors in particular have a
great influence on the goodness of the classifier and inform on the difficulty of the
classification. The first factor is the definition of news. This study applied a broad def-
inition of news, rendering the cut-off point rather vague for some topics. While this
broad definition has the advantage to capture the entirety of what people use for
their political and social orientation—and not only hard news—the goodness of the
classifier would probably have benefited from a more closely defined news concept.
This is, however, not only a problem for the text classifier, but for human coders as
well. Irrespective of the reasonable inter-coder reliability, for some, for example soft
news topics and infotainment, distinguishing news and non-news proved to be diffi-
cult. Excluding texts where not all coders agreed on the class increased the F1 value
of the classifier by around 4 percentage points. Second, related to that and as Figure
2 displays, for the default classification threshold, recall is very high while precision is
low. This means that the classifier makes almost all of its errors by falsely predicting a
text to be news (that is actually not news). For an unbiased classifier that faces highly
imbalanced data, it is therefore logical to more often predict a wrong label for the
majority class than a wrong label for the minority class, because, assuming an approxi-
mately even distribution of difficult texts for both classes, hard to distinguish texts will
more frequently appear for the majority class. By moving the classification threshold,
it was possible to correct for this bias that is not induced by the classifier itself, but by
the imbalance in the data and a vague cut-off between news and non-news for some
texts. Especially when facing the alternative of identifying news by a list-based
approach, to profit by the advantage of article level news identification requires a very
good performing classifier which, in this case but depending on the definition of non-
users of news, needs a very high precision, in particular.

A few limitations should be considered when interpreting the results of this study.
First, due to restricted access, Internet use on social media or messaging apps
(K€umpel 2022) could not be considered in this investigation. However, several findings
suggest that news use on Facebook, the by far most popular online social network for
Swiss Internet users (Latzer, Festic Noemi, and Kappeler 2020), does not greatly distort
the results. In the tracking data only 3.4% of observations are dedicated to Facebook
and research suggests that when on Facebook, only a small share of 4–6% of users’
news feed content is news (Clegg 2021; Haim, Breuer, and Stier 2021). Moreover, Swiss
Internet users assign Facebook a low relevance and popularity for their news use
(Reiss et al. 2021; f€og 2020). Second, although Internet use was tracked both for
mobile and desktop devices, participants were not tracked when using another device
or different browser, for example. Furthermore, a share of survey participants did not
participate in the collection of tracking data and tracking participants might have
altered their Internet use due to the monitoring. Such unobserved participation bias,
which is typical for tracking studies (Makhortykh et al. 2021), and having a non-prob-
ability sample limits the generalization of findings. In addition, mainly for the Web
data, and albeit great care to prevent for that, there is a chance that data processing
(i.e., the automated scraping of websites and identification of German-speaking texts)
might have introduced undesired and unaccounted bias. Finally, on the article level
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non-German-speaking content was not considered and the news identification was
limited to website content because content of the app use could not be collected.
The former does not seem to have affected the results much, as only 2.5% of the
news use for websites in the tracking data is accounted for by non-German-speaking
domains (e.g., bbc.co.uk) and all but one individual that use non-German-speaking
news also used German-speaking news in the tracking data.

Conclusion

When increasing non-use of news is considered a problem for democracy, an accurate
understanding on the extent of the problem is crucial. Because existing studies pre-
dominantly use imprecise measures and come to vastly diverging results, this study
introduced and discussed two computational methods that are based on a combin-
ation of tracking, web, and survey data to realistically determine the share of non-
users of online news. The results indicate that at least 14.2% of Swiss Internet users
do not use news online.

This study applied a broad conceptualization of news and had a comparatively high
threshold to count as non-user of online news. The identified share of non-users of
online news can therefore be considered a lower boundary of non-use of online news.
It is very likely that the proportion of non-users of online news is higher when focus-
ing on hard news or when relaxing the definition of non-use of news, for example by
also including users with a low and infrequent news use.

Alongside the realistic findings on the extent of non-use of online news, the main
contribution of this study lies in the methodical application and discussion. The paral-
lel application of two methods proved to be very fruitful, allowing a critical reflection
and a systematic dissection of non-use of online news. Including news identification
on the article level allowed for the precise estimation of the invisible news effect and
the faux news effect. Moreover, the high importance of apps for correctly assessing
the extent of non-use of online news was demonstrated. This study provides valuable
insights for future applications of these methods in similar contexts. Future tracking
studies can profit from these findings by better assessing bias in their results when
additional app tracking is not viable or when news user identification is limited to the
domain level as both is often the case.

Overall, while being potentially more powerful, supervised text classification comes
with higher costs regarding time, resources, and skill. In addition, depending on the
objective, a very good performance of the text classification is required to bring out
the advantages over the list-based approach that provides good results itself. This is
especially the case when the domain list is as exhaustive as possible and when the
content of websites (or subdomains and subdirectories) of a domain can be expected
to be rather homogenous regarding the dimension(s) of interest and a domain there-
fore clearly attributable. In contrast, utilizing supervised machine learning when having
tracking data is sensible when being interested in details on the content level (e.g.,
topics or sentiments of a text, actors or sources in a text) or when domains are hard
to categorize and heterogeneous regarding the dimension(s) of interest. In a border-
line case or when facing limited resources, we recommend using a list-based approach
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but to additionally investigate the validity of the list-based categorization by manually
coding a random subset of websites (e.g., 200 to 1000 texts depending on the number
of classes and balance thereof). Such manual validation—checking for potential biases
of the approach—should be considered a best-practice not only for automated text
analyses, but for every list-based approach in the context of tracking data.

This study focused on non-use of news in the online context. However, on a soci-
etal level, having a realistic understanding of the extent of non-use of online news
constitutes only one side of the coin. Future studies should integrate such evaluations
with equally reliable measures for the offline context. Furthermore, future deliberations
must also consider the issue that other sources than news or other institutions than
journalism can have informative value regarding the political orientation of individuals
(Moe and Ytre-Arne 2022, Swart et al. 2022), for example face-to-face communication
(Peters et al. 2022, Reiss et al. 2021). This includes the theoretical untangling of what
is considered of informative value, to whom, in what situation and to what end as
well as developing and using methodological avenues that enable empirical investiga-
tions of these relatinships. Only a complete but nuanced and context-sensitive under-
standing allows a meaningful evaluation of the magnitude of non-use of news or non-
information in society and for democracy and can function as a basis for potential pol-
icy measures.
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Notes

1. In fact, one could argue that no recipient is entirely isolated from accidental exposure of
(some form of) news or relevant information regarding their political orientation (Swart
et al. 2022), making news use and avoidance of news rather a gradual and complex (Moe
and Ytre-Arne 2022) than a dichotomous distinction.

2. Villi et al. (2022) seem to suggest the term news non-use as a substitute for unintentional
news avoidance. In contrast, this study suggests non-use of news as a neutral observable
phenomenon while reasons and motivations (intentional or unintentional) are a
separate dimension.

3. See https://osf.io/sv8fj/?view_only=2f3b767fbca54363b45d92cdc1851a25 for the
preregistration protocol and Appendix G for explanations on how the final study deviated
from it.

4. The F1 score, a statistical analysis for binary classification, is the harmonic mean of the
measures precision and recall. In this context, recall measures the share of news texts that
are correctly classified as news text. Precision measures the share of correctly classified
news texts out of all texts classified as news.

5. Supplemental material and data for this study is accessible via Online Appendix B.
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