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Privacy governance options range from top-down command-and-control regu-
lation at the one end (e.g., Regulation (EU) 2016/679), to bottom-up user self-
help at the other. The inability of the state to guarantee full-fledged protection 
in global online networks in general (Roßnagel, 1997) and the legacy of the 
conventional liberal privacy paradigm (Bennett & Raab, 2003; Regan, 1995) 
both account for the more prominent role that user self-help is accorded in this 
governance mix. 

Participating online has become a societal standard and prerequisite for func-
tioning in society by facilitating information seeking or relationship building. 
Often confronted with “take-it-or-leave-it choices” (Zuiderveen Borgesius et al., 
2017), users’ complete refusal of data disclosure is not a real option if they wish 
to profit from the various advantages of using the Internet. Little is known about 
the wider distribution of privacy protection across societies in general, the ex-
tent to which people actively protect their privacy online, and the factors that 
explain privacy self-help protection on the individual level. Such an understand-
ing is necessary, however, to better comprehend who achieves what level of data 
protection, and to identify whether there are systematically disadvantaged and 
vulnerable social groups. In this study, we empirically address the question of 
how privacy protection behavior at the user level is influenced by sociodemo-
graphic attributes, by the amount of peoples’ overall Internet use and their In-
ternet skills, as well as by their attitudes towards personal information and past 
privacy breaches. 

Next to the privacy paradox (e.g., Barnes, 2006; Norberg et al., 2007), research 
has also revealed that people are not generally ignorant, but continuously nego-
tiate the kind and amount of personal information they share in order to protect 
and express themselves against variables that affect their privacy (Young & 
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Quan-Haase, 2013). The literature has predominantly revealed privacy con-
cerns and attitudes as well as experienced data breaches as predictors of privacy 
protection (Baruh et al., 2017). Additionally, general Internet skills have been 
identified as a key predictor of users’ privacy behavior (Büchi et al., 2017). 

From its inception, the idea of privacy protection has been predicated on a lib-
eral democratic model, essentially on an individualistic conception of privacy as 
a special type of “right to be let alone” (Warren & Brandeis, 1890, p. 193). While 
this individualist privacy paradigm is increasingly being questioned in research 
with e.g. a recognition of its social value (Regan, 1995; Bennett & Raab, 2003; 
Nissenbaum, 2010; Solove, 2015), there is still a tendency in policy-making to 
remain loyal to this legacy. In the EU regulation, there is no provision that ac-
counts for likely disparities among the people it is intended to protect. Such 
knowledge, however, could assist in detecting inequalities in privacy and data 
protection and allow adjusting public policies accordingly. To discuss online pri-
vacy protection in line with digital inequality scholarship is therefore precisely 
to rethink this traditional conception of privacy (protection): from a primary 
emphasis on its importance to individuals to an acknowledgement of its broader 
importance to societies at large and the likely consequences this entails for pol-
icy-making. 

As an example, automated assessment methods are increasingly used to deter-
mine the “employability” of job candidates. Their social media data is used to 
calculate their fit for a specific position based on personality type analyses from 
likes and shares on social media profiles or the assessment of a candidate’s net-
work connections to determine their social capital (Madden et al., 2017). It is 
particularly disadvantaged groups that are most dependent on the decisions 
made based on their data and who are likely to be unaware of data collection 
practices (Matzner et al., 2016) or have inadequate skills to manage their own 
information disclosure on the Internet (Li et al., 2018). Older individuals and 
women have been shown to have lower levels of technical skills of privacy con-
trol. Such disadvantaged groups are then also particularly vulnerable to poten-
tial errors or biases embedded in big data-driven, algorithmic systems that make 
automated decisions (Latzer et al., 2016). 

Understanding what factors inhibit privacy protection may provide a basis for 
improvements in privacy practice and policy. To this end, this paper uniquely 
conceptualizes online privacy from a digital inequality perspective. It provides 
nationally representative data from Switzerland (N=970) for an explanatory 
model of self-help online privacy protection. Using multi-indicator variables 
(e.g., online privacy protection was measured by the self-reported frequency of 
changing privacy settings, using fake information online or managing cookies) 
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and path modeling, the results reveal distinct pathways to online privacy rele-
vant for digital inequality and corresponding policies. Pro-privacy attitudes, ex-
periences of privacy breaches, the amount of Internet use, and general Internet 
skills led to increased privacy-protective behavior. Amount of use and skills 
were themselves highly dependent on sociodemographic attributes with 
younger, male and more educated users reporting higher values. Additionally, 
lower age and higher education directly predicted higher frequency of privacy 
protection. Greater age was directly associated with lower self-help privacy pro-
tection. Age also had strong indirect negative effects on privacy protection via 
the amount of Internet use and Internet skills. Low-use and low-skilled older 
Internet users thus represent a social group particularly vulnerable to experi-
encing negative Internet use outcomes. 

To the extent to which self-help measures of online privacy protection prove 
effective, the analysis shows that digital inequalities in Internet use carry over to 
the protection of personal data. Because privacy and control over one’s personal 
data relate to social power and discrimination, inequalities emerging from 
online behavior on top of long-standing forms of social inequality are problem-
atic. In addition to deeply rooted social inequalities, digital inequalities, in par-
ticular in Internet skills, need to be addressed. Privacy breaches are one im-
portant way in which Internet use and related variables can negatively affect 
individuals’ well-being and ultimately feed back into life chances and social 
stratification. 
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